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Objective: Highlight your scientific progress and the interesting/difficult parts about the construction.

**Abstract**

ASDF make this short and brag.

**Introduction**

Brag a lot about the computer here. This is likely going to be read first, so it needs to be interesting and also a huge flex. Don’t assume that the computer speaks for itself, because it doesn’t. Without anchoring to form an opinion, this project can easily seem underwhelming even though it took a massive amount of creative and technical insight.

This bad boy should cover most of my journey through computer hardware and software design from October 2016 through November 2020. I guess a good place to start would be a description of the project. DESCRIPTION blah blah blah wanted to make discrete computer blah blah realized that you can’t even define something as a computer because there is no bright line etc. Objective is to create a computer that is functional but extremely low transistor count. Useful in applications where power consumption is critical, or just for low cost stuff. Like, you could put 2^24 of the map25.2 on a typical dye these days (with that sexy 5 nm technology). The one I created has 254,000 nm feature size and 5,000,000 nm transistor size, which is balls horrible. Also increase clock from 456 kHz to 5 GHz. Ok this needs to be moved to the other section. I will include the “useful” discoveries and inventions first, then the other crap. Note that notes from first few years were very lacking because everything was just burned into my memory (inventing everything from scratch will do that). I have included as much detail as possible in this thesis for all years. I tried to keep this purely based on my own inventive process, but of course I was polluted by outside sources. This is why I actually know what CISC, RISC, ALU, etc mean.

There are enough experiments here to write a dozen research papers at least. Should find a way to break it up and start publishing as useful stuff.

Many people underestimate the value of analyzing computation from a very low level. Research into the pure mathematics of computers and the cutting edge of software exists, but comparatively little attention is given to the nexus between the two: small scale computers and efficient design in both software and hardware. Closer analysis into this technology provides insights into the very construction of computers. The construction of the computer is literally the foundation for all software, so any application of the computer relies on intelligent hardware design. Furthermore, insights into hardware design provide insights into various programming paradigms. Example: procedural vs functional vs object oriented.

**Applications**

I’m just going to get this out of the way: this architecture is not meant to be very useful in the real world; it is mostly just an exploration into the nature of computing. However, I believe that offloading the work of the ALU into the rest of the system can prove useful in scenarios where all you need is for the cpu to be tiny.

This cpu architecture is actually extremely useful in low power applications. Also, if you just need to get something done without being too complicated. Also, extreme parallelism. Also, if just need something to direct the activity of peripherals (eg you offload the heavy lifting to the gpu, etc). This cpu is basically an exploration into the simplest possible architecture you can have that still does things. This architecture can just be dropped onto just about any chip, even a monolithic chip, wherever you need something to do something. You can use a diode array instead of eeprom for these sorts of applications.

This project also provided mathematical insights. For example, I hope that I have at least been able to further humanity’s understanding of the P vs NP problem a little bit through my own exploration into the nature of computing. Spoiler alert: the closest I came to defining a computer was to realize that the task is literally impossible. Actually, proving this would be cool. Hmmmmmm.

**Conjectures**

Conjecture A: Every computable program can be described as some combination of the four fundamental functions.

Conjecture B: Computational speed can be described as the speed at which the four basic functions are performed.

Conjecture C: The “effeciency” of a program can be described as the big O notation for increase in a) RAM b) Program length and c) time as a function of word size.

Conjecture D: The size of a program in ROM is a function of the computer’s physical architecture and the architecture of the machine code.

Conjecture E: “Or” logic on its own is enough to create all logic gates.

Conjecture F: Mask writes to registers is just as effective as program complexity increases as an entire ALU would be.

Conjecture G: Mask writes with rotations up and down is ONLY PROPORTIONALLY slower than a computer with an ALU.

Conjecture H: Increasing the complexity of the ALU or computer architecture in general only increases speed of defined functions; there will always be functions that must be explicitly defined down to a bitwise level.

Conjecture I: It is fundamentally impossible to define a “computer.”

Conjecture J: 100% ROM packing is impossible. (This might just apply to map 25.2).

Conjecture K: No computer will be capable of performing every function with maximum efficiency (maybe this should be an fpga???????) because the complexity blows up and the complexity of the computer is constant.

Conjecture L: Two layers is always enough on a pcb.

**Algorithms**

Algorithm A: Path indexing. For vsp 8

Algorithm B: Nested return matrix. For vsp 8

Algorithm C: Function stack and heap definitions. For vsp 8

Algorithm D: 3 types of addition for map 25.2

Algorithm E: Edge detect predecessor
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Notes

* Read other papers
* Ensure that you have rigor
* Only include inventions for the most part, not repetitions of what has already been done or notes
* Go back and re-learn how your first three cpus worked to get insight into the earlier days and thus more content